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Information Extraction (IE) is a natural language processing (NLP) concept which refers to the task of retrieving information regarding a topic from a given text. IE turns unstructured information in texts into structured data. In the past couple of decades, we have observed an exponential increase in the quantity of scientific literature in the biological domain. Although these texts contain useful insights that can help further biomedical research, the process of individually reading and extracting relevant information from each document is an incredibly laborious task. To solve this issue, many efforts have been taken to build IE methods specifically for biological texts. As such, this paper will present an overview of some of the major challenges faced and tools built to use the process of IE in the biological domain.
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The turn of the 21st century marked the completion of the Human Genome Project (HGP) which allowed scientists to sequence and read all the genes in the human body. The impact of the findings of the HPG were tremendous as it led to the emergence of new research areas which in turn resulted in an exponential increase in the quantity of scientific literature. To manage and process these, various efforts have been taken to employ the NLP technique of IE to read and extract information from biological text. IE is the process wherein a database is populated from unstructured or loosely structured text (McCallum, 2005). While this concept has been used in various domains, its application in biology remains a continuous work in progress due to the complex nature of biological documents. By highlighting some of the challenges and discussing their potential solutions, this paper will present a survey of how the process of IE has been used in the biological domain.

Initial Endeavors

Since the HGP was completed in 2003, many research efforts prior to this were focused on curating databases on enzymes and bacteria. Many of these models, however, were not generalizable as they were either based on dictionaries or arbitrary handwritten rules. The former is typically the “first step in extracting information from biomedical documents because it can provide ID information on recognized terms” (Tsuruoka and Tsujii, 2004). But since dictionaries were susceptible to spelling issues, there was growing trend to use a corpus-based, machine-learning approach. To achieve this an ontology of the biological domain was created in which substances were classified according to their chemical characteristics (Tateisi et al., 2000). Since ontologies represent the relationship between exactly two concepts or entities, this classification allowed the representation of a substance beyond its biological role. This made the annotation task more complicated as the introduction of this type of nested structure which gave importance to a substance’s chemical and biological function allowed for a more robust classification mechanism. Although this was a creative decision, it fell victim to the most significant challenge posed by biological corpora - the naming conventions. Unlike other written documents, biological abstracts contain various non-proper names that may begin with capital letters such as CD4 or RelB, chemical and numeric expressions that may include various types of punctuations, for example, beta-(1,3)-glucan, etc. (Tateisi and Tsujii, 2004). Additionally, there are various terms that require domain specific knowledge that can make annotation a challenging task involving a high degree of error. These issues led to efforts to create resources that consolidated biologically relevant terms and definitions.

2.1 Consolidating Biological Terms

Some of the most initial efforts to build an annotated corpora for biology included the use of a part-of-speech (POS) tagged corpus. While POS describes how words are used in a sentence, a POS tagged corpus would contain a list of all terms and how they may occur in a sentence (D’Souza, 2018). These efforts used the GENIA corpus which is a collection of biomedical literature that contains several annotations of biological terms. By assigning POS to each word, the researchers “made use of the existing term annotation of the GENIA corpus to annotate the POS to the constituents of technical terms” (Tateisi and Tsujii, 2004). Although this model did not require much domain specific knowledge, to handle abbreviations, non-proper nouns, etc it highlighted that a “more intelligent preprocessor using exhaustive dictionary might be necessary” (Tateisi and Tsujii, 2004).

Since manually creating dictionaries had already proven to be unsuccessful, more creative efforts had to be taken to achieve this task. As such a subfield of named entity recognition called biological entity recognition (BER) gained popularity in which concepts of interest in biological texts are extracted by mapping relevant words to a set of predefined categories (Hem, 2008). Liu (2005) demonstrated that biological entity tagging can create a system to automatically generate a protein entity dictionary. To do so, online resources such as publicly available protein databases were used to find repetitions of terms and definitions. These findings were then computationally curated in a raw dictionary called the BioThesauras. While the effort to generate such a dictionary automatically was pivotal, these online databases often lacked annotations with regards to various protein characteristics such as subcellular localization or function (Fyshe and Szafron, 2006). So, the information in the BioThesauras only mapped protein names to their entries. Proteins generally have a language of their own (Devi et al., 2017) and so identifying the complex relationships between proteins with the amino acids that make up those proteins further complicated the task of unifying the various scientific literature.

Simultaneously, there work was also being done with genetic information where the occurrences of genes were identified and then normalized by text matching with dictionaries (Fang et al., 2006). Normalization in IE refers to putting information in a standard format such that it can be reliably compared (McCallum, 2005). These efforts to use genetic and proteomic data to generate dictionaries, however, could not accurately capture the diversity of the various biological terms and definitions. Since normalization is an important subtask of IE, the application of this step on biological text would often result in the exclusion of important information. Likewise, while successful efforts were made to extract information about the bacterial genome and create automated dictionaries (Deléger et al., 2016), the issue in normalizing proteomic, genetic, and bacterial data consistently produced insufficient inter-annotator agreement values (Hahn et al., 2008).

This changed in 2008, however, when the BioLexicon was implemented. Being one the most significant breakthroughs in consolidating the various biological terms, the BioLexicon was “a large-scale lexical-terminological resource encoding different information types in one single integrated resource” (Quochi et al., 2008). Since previous efforts focused on creating isolated dictionaries and ontologies, the introduction of the BioLexicon consolidated different terms and their variants of form and of meaning by automatically extracting information from literature. This availability of vast amounts of text on proteins and the genes that code them triggered newer areas of research that were previously never explored. For example, comprehensive dictionaries for viral species could be generated as information on proteins that compose them was more readily available (Cook et al., 2017).

**3 State of the Art**
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After the task of creating a resource for biological terms had been mainly resolved, much of the recent efforts in using the process of IE in biology focus on extracting more complicated relationships from text such as events. A biological event refers to a biochemical process, e.g., a protein-protein interaction or a chemical protein interaction, within a signaling pathway or a metabolic pathway (Li et al., 2015). While previous endeavors successfully identified either binary relations or simple occurrences, these findings did not present a complete picture of the complex interactions between biological components (Bui and Sloot, 2011).

Some of the initial tools developed for event extraction can be categorized into two major categories, a rule-based system, and a machine learning (ML) approach. In the latter implementation, a system “performs logical inference over the semantic structures by using handcrafted inference rules and extracts target information from the results of the inference” (Hahn et al., 2009). These rules are created by utilizing domain specific information. The ML approaches require more syntactic processing steps such as POS-tagging, chunking, etc. Experiments from these two different types of experiments revealed that the F-scores for rule-based and ML-based system were 34 % and 19% respectively (Hahn et al., 2009). Despite these figures, however, an ML-based system is more generalizable. As such it is important to discuss some crucial ML-based models that have been created in recent years.

***Reranking***

Some more complex ML tools to extract events from biological text include the use of a reranking architecture to “incorporate truly global features to the model of named entity tagging” (Yoshida and Tsujii, 2007). In NLP, reranking refers to the generation of N-best candidates which are ranked by using local and global features (Shen and Joshi, 2005). Since biological text typically contains very long names, reranking successfully allows for a more careful extraction of these terms by creating stricter boundaries.

***Concept Recognizer***

Other tools in the field of event extraction approach the problem as one of concept recognition and analysis. Cohen (2009) explains, “concept recognition can be equivalent to the named entity recognition task when it is limited to locating mentions of particular semantic types in text”. By employing readily available ontologies in the biomedical domain, the use of concept recognition successfully captured both the mentions of the events as well as their triggers.

***Knowledge Driven Tree***
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Despite the creativity of these tools, however, they fail to capture the more complicated instances of events in biological text. As such, Li (2019) proposed a tree structure based long short-term memory (TreeLSTM) network. The tree structure creates more complicated relationships between each trigger and its corresponding event.
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*Conditional Random Fields (CRFs)*

There have also been efforts to create more robust and scalable tools for event extraction such at the Conditional Random Fields (CRFs) proposed by Rao (2017). Compared to the other models that have been introduced for event extraction, this model is more robust in that it scans text for trigger words and only then identifies the proceeding event.

**3.1 Other Forms of Extraction**

As biological events do not appear in isolation within an organism, various efforts are underway to extract biological processes which are a series of events from a given text. These endeavors are necessary as they can help answer non-factual questions. For example, while event extraction is limited to answering where an event occurs in a text, process extraction can answer how a complicated event takes place by looking at all the various upstream and downstream steps. The models that answer this do not consider single words or sentences but rather look at associations between multiple sentences (Scaria et al., 2013). An example of such model is the clustering-based inference model which utilizes different linking techniques to enable joint entity linking predictions (Angell et al., 2021); this model does not require any domain specific knowledge.

On a similar note, the identification of biological pathways is also very crucial in biomedical research. So, the research in event and process extraction has resulted in the creation of software tools like CellDesigner that extract NLP event representations and convert them to standard pathway representations (Spranger et al., 2015).

**3.2 Datasets and Databases**
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While several tools have been implemented for extracting various types of information from biological texts, there is a lack of high-quality benchmark datasets which can be used for the robust comparative evaluation of existing approaches. Khachatrian (2019) proposed the BioRelEx which is a new dataset that contains fully annotated sentences from biomedical literature. Several baselines have been evaluated using this dataset to create more accurate methods for event extraction.

Apart from these datasets, multi-modal protein-protein interaction databases have also been curated by manually annotating biomedical archives (Dutta and Saha, 2020). This is a more robust collection of protein entities and interactions compared to the BioLexicon resource.

**4 Future areas of research**

As there are several models that are being developed independently to achieve various biological tasks, efforts are underway to build tools that can either merge these models or find similarities between them. One such approach is the Mixture-of-Partitions models which can take as input very large knowledge graphs and infuse their knowledge into various BERT models (Meng et al., 2021). But since BERT is a bidirectional encoder that conditions on both left and right context (analyticsvidhya, 2020), this model often fails to work on biological text.

There is also an active area of research that seeks to capture more domain-specific semantics that are more generalizable for various types of biological corpora (Fivez et al., 2021). These attempts focus on using neural architectures such as a Deep Averaging Network which is a simple deep neural network that works very effectively on datasets with high syntactic variance, a common challenge faced in the biological domain (Iyyer et al., 2015).

5 Conclusion
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The extraction of relevant information from biological documents is crucial for breakthroughs in biomedical research. As such, this paper focused on the major challenges and milestones in applying IE in the biological domain.
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